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Abstract

Computationalism, the dominant paradigm in cognitive science, maintains that human mental processes are functions implemented in a brain.  The posthuman perspective, influenced by computationalism, sees human brains as adaptive information processing machines, devoid of subjectivity and selfhood.  This critique employs a phenomenological method to argue against the reduction of human reality to mere functions and behaviors and for the inclusion of the concept of subjectivity in scientific accounts of human mental processes. 
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The Concept of the Posthuman

The posthuman view has developed out of a convergence of conceptual trends in cognitive science (e.g., Dennett, 1991) and evolutionary biology (e.g., Dawkins, 1976) that, at a first approximation, reduce the human subject to physical processes in a computational brain.  In How We Became Posthuman, Hayles (1999) identifies several assumptions that are suggestive of the posthuman.  

First, mental processes are medium independent.  More precisely, the patterns of activation in the brain associated with mental processes could conceivably be instantiated in some other medium besides the brain (Hayles, 1999, p. 2).  

Second, “the posthuman view considers consciousness, regarded as the seat of human identity…as an epiphenomenon” (Hayles, 1999, pp. 2-3).  This means that consciousness and selfhood, if not illusory, have no impact or causal role on the conduct of life or the transmission of culture. 

Third, human beings are a form of intelligent machine (Hayles, 1999, p. 3).  Humans, on this view, are information processors that are not essentially different from the sort of intelligent robotic agents imagined by futurists Kurzweil (1999) and Moravec (1988, 1999).  These first three assumptions are consistent with computationalism, a version of functionalism that now dominates cognitive science (see Jacquette, 1994; Copeland, 1993).  

A fourth assumption that Hayles herself makes is that the Cartesian subject is linked to an oppressive liberal humanist ideology. According to Hayles, the posthuman view, by eliminating the Cartesian subject, provides an opportunity to conceptually replace liberal humanism with alternative liberating interpretations of human reality (1999, p. 5).  

A fifth assumption should be added to this list to explain the spread of culture.  The posthuman view is arguably consistent with the memetic notion that ideas and behaviors spread by an evolutionary process (see Hayles, 1999, pp. 278, 321, 241-245, 284, on memetics and evolutionary psychology). 

The first section describes the basic features of computationalism; these features include the first three assumptions.  Section two examines the memetic evolution of the transmission of culture. The third section points out implausible aspects of the combined computationalist and memetic models of human reality.  This section also argues that an adequate scientific explanation of human mental processes and culture includes the concept of subjectivity. The fourth section addresses the ideological assumption driving Hayles’ (1999) defense of certain features of the posthuman view.  

This critique employs an existential phenomenological method.  Existential phenomenology generally starts with the intuition that a person is a thinking entity with a qualitative experience of the world (see, e.g., Sartre 1948/1967).  Phenomenology interrogates the qualitative aspects of lived experience and attempts to describe some of its basic features.  On this view, the subject inhabits and gives meaning to a world; it does not passively receive a ready-made world.  In short, conscious experience of being in a world is arguably an irreducible feature of human reality.

Computationalism

The posthuman idea is grounded in computationalism (see Churchland, 1989; Copeland, 1993; Dennett, 1991; Hayles, 1999; Jacquette, 1994, on computational functionalism).  Computationalism explains the mind as “any system that, like a computer program, transforms input to output in a certain way” (Jacquette, 1994, p. 51).  At a first approximation, this means that mental processes are patterns of activation or some other computational procedure implemented in an appropriately organized system, that is, a system that performs cognitive functions.  These cognitive functions are largely information processing functions.  

Computationalism owes an intellectual debt to Wiener’s work in cybernetics during the 1950’s.  Cybernetics basically argues that a human being is a machine that implements communication and control functions by sending and receiving messages. According to Wiener, “communication and control belong to the essence of man’s inner life” (1954, p. 18).  What is critical to this “inner life” is the exchange of information, for it is by this exchange that a human being adjusts to her environment and thereby has a chance to survive and flourish.  Wiener explains,

Man is immersed in a world which he perceives through his sense organs.  Information that he receives is co-ordinated through his brain and nervous system until, after the proper process of storage, collation, and selection, it emerges through effector organs, generally his muscles. (p. 17)

The information received by the human machine is considered processed when the messages are decoded.  Messages are patterns that carry information. What is critical to the constitution of the message is not the material through which it is conveyed, but the pattern from which a decoding machine can extract a meaning.   

Morse code, for example, can be conveyed by light reflected on a mirror, smoke signals, radio waves, and any number of modes of transmission; the message will be essentially the same because the message is identical to the pattern.  The beeps by themselves, however, like the phonetic noises of words, are meaningless until sensors of a machine that decodes patterns pick them up.  Both the sender and receiver of Morse code know what the patterns mean.  This account of how information is conveyed is a pattern-identity theory of information (Wiener, 1954).

A similar-pattern identity theory is applied to the functions of the brain.  For Wiener (1954), “the structure of the machine or of the organism is an index of the performance that may be expected from it ” (p. 57).  If the same structure that is found in the brain can be built into a machine, the same performances should be expected from both entities.

Thus, in principle, one may some day be able to scan a brain into another type of medium and reconstitute the patterns of activation in a virtual duplicate (see Wiener, 1954, pp. 57, 65, 96; cf., Hayles, 1999, p. 13).  Moravec (1999) even suggests that some type of progressive replacement of the brain with neurological electronics will soon be possible:  

Bit by bit our failing brain may be replaced by superior electronic equivalents, leaving our personality and thoughts clearer than ever, though, in time, no vestige of our original body or brain remains. Our mind will have been transplanted from our original biological brain into artificial hardware. (p. 170; see also Kurzweil, 1999, p. 60)

The argument for the possible replication of mental processes in artificial neural networks can be stated as a categorical syllogism:

1. Anything that implements the structures that give rise to minds will have real mental processes.

2. Both organic brains and “electronic equivalents” of brains can implement the structures that give rise to minds.

3. Therefore the “electronic equivalents” of brains will have real mental processes.

This is the basic argument for the multiple realizability of mental functions (Copeland’s term, 1993, pp. 81-82).  If this argument is sound, it is conceivable, according to Moravec (1998, 1999) and Kurzweil (1999), that intelligent computer agents that utilize such “equivalents” would have human-like mental processes and behaviors. 

In order to demonstrate the plausibility of the above premises, one ought to show how the structures that give rise to minds can be modeled using “electronic equivalents” of brains.

Recent developments in classical (digital) artificial intelligence (AI) and parallel-distributed processing (PDP) attempt to provide models of the implementation of mental processes in machines.  If these models were successfully realized, they would demonstrate the principle of the multiple realizability of mental states.  These models can be subsumed under the basic notion that a mind (or at least an intelligent mind) is a computer program that learns from experience and is massively adaptable (Copeland’s term, 1993, pp. 55, 80) to its environment. The next two subsections describe the basic architectures of classical digital AI and PDP systems. 

Classical Digital AI
While the cybernetic approach emphasized feedback mechanisms to regulate intelligent machine behavior, classical AI, aimed at simulating human thought processes in digital computers.  Both approaches use a stimulus-response (or in put-output) model of mental processes (see Wiener, 1954, pp. 23-33; cf., McCorduck, 1979, pp. 47, 115-145).  Feigenbaum and Feldman (1995) explain the information processing approach:

Researchers program computers to behave like people to further their understanding of, i.e., their ability to predict, certain phenomena of human behavior.  The computer program is a model, which represents the researcher’s hypotheses about the information processes underlying the behavior.  The program is run on a computer to generate the predictions of the model.  These predictions are compared with actual human behavior. (pp. 269-270)


A digital computer is employed to model human “information processes” because both computers and human brains are conceived as symbol manipulation systems.  As Feigenbaum and Feldman note, “the basic premise of this approach is that complex thinking processes are built up of elementary symbol manipulation processes” (1995, p. 272).  In a digital computer, these symbols are manipulated electronically in accordance with rules.  The broad application of this notion to mental processes in general is what Copeland (1993) calls the symbol system hypothesis of mental processing (pp. 58-82). This hypothesis basically maintains that with the right type of input, a sufficient knowledge base, suitable operations performed on the input symbol structures, and the output of symbolic representations of responses to the input, one can design a machine that learns from experience and adapts massively to its environment.

One of the early attempts at producing an intelligent program to support the symbol system hypothesis was Newell and Simon’s General Problem Solver (GPS) (1961/1995; see also McCorduck, 1979, pp. 115-145).  Although the GPS domain was limited to a set of logical problems, it did illustrate the ability of machine intelligence to simulate some mental processes.  The success of GPS was, in part, determined by how closely GPS simulated the actual protocol of a human engaged in solving a problem in logic. A philosophically interesting aspect of the research was that the only way to determine just what protocol the human was using was to ask the subject.  These verbal reports, however, were not viewed as the expression of introspective acts of a subject, but rather as behaviors in response to stimuli.  Thus Newell and Simon report,

There is little difficulty in viewing this situation through behavioristic eyes.  The verbal utterances of the subject are as much behavior as would be his arm movements or galvanic skin responses.  The subject was not introspecting; he was simply emitting a continuous stream of verbal behavior while solving the problem. (1961/1995, pp. 282 - 283)

Classical AI, then, generally reduces mental processes to the manipulation of symbols in accordance with rules. In the AI approach under consideration here, even verbal reports of humans are not viewed as evidence for subjective experience.  There is simply nothing going on inside a person (or a computer) that evades third-person observation (see Dennett, 1991).  The patterns of activation in the brain perform the manipulation of symbols much as the electric circuitry of a digital computer manipulates zeros and ones.  In both the human and digital computers, such symbol manipulation performs mental functions by processing information and executing behaviors.  

Connectionism

Another version of computationalism employs parallel distributed processing (PDP, or connectionism).  PDP uses artificial neural networks to model human information processing.  The PDP artifact is itself inspired by the basic architecture of the brain.  As Rumelhart explains,

Our strategy has thus become one of offering a general and abstract model of the computational architecture of brains, to develop algorithms and procedures well suited to this architecture, to simulate these procedures on a computer, and to explore them as hypotheses about the nature of the human information-processing system. (Rumelhart 1989/1997, p. 206)

PDP, as an adjunct to cognitive theory, basically reduces mental processes to distributed patterns of activation in a neural network.  In connectionist networks, what matters is not symbol manipulation, but rather the connection strengths between artificial neurons across different layers of the network (for more details see Copeland, 1993, pp. 208-248).  In artificial neural networks, stimuli (or input) from the environment activate an input layer of neurons.  There are one or more hidden layers of neurons that are located between the input and output layers.  Each neuron of the input layer of the network is connected to every neuron of the second layer and this second layer in turn may be connected to another hidden layer. 

PDP networks can become very complicated.  Additional hidden layers create more possible combinations of activation and inhibition in the network.  The activation and inhibition strengths of the connections between the neurons determine the sorts of patterns of activation that spread throughout the network.  These patterns represent the information that is being passed from layer to layer.  At some point, the network attains a state of equilibrium.  At the point of equilibrium, the output layer will ideally provide the approximate desired response or behavior.  

These networks, of course, do not discover the correct connection strengths all by themselves.  They need some training by the AI researcher.  During a training period, the researcher provides stimuli to the network.  The connections may be adjusted so that the output layer provides the correct output values for some samples of the target inputs.  These adjustments are made with the help of a computer program.  After this “backpropogation learning procedure” (Rumelhart, 1989/1997, p. 228), the network is, when things go well, ready to respond to new stimuli in an appropriate manner.  There has already been some success using these networks (or simulations of them), e.g., in detecting mines and translating print to speech (Churchland, 1989, p. 123).

Both classical AI and PDP are consistent with a computationalist view of mental processes.  In both cases one does not need to posit a subject or a self of mental life. Mental processes are represented as patterns (digital or connectionist) implemented in a suitable medium.  These processes give rise to output behaviors that include the communication of ideas and the transmission of culture.  Neither classical AI nor PDP alone, however, can adequately account for the principles of the evolution of culture in intelligent systems. For this reason some computationalists (e.g., Dennett, 1991) and intelligent computer agent theorists (e.g., Conte, 2000) employ memetic theory.

Memetic theory
Dawkins’ (1976) work in evolutionary biology, and in particular his work in sociobiology, provides a theoretical foundation to help explain the evolution of culture in human and other intelligent systems.  Dawkins views the human body as a survival machine for genes.  Genes are replicators that undergo variation, selection, and replication (heredity) processes through the interaction of their survival machines with the environment.  The particular brain that evolved has been selected for its survival value.  Part of this evolutionary process favored those early humans who could imitate the highly adaptive behaviors of peers.

Dawkins (1976) argued that the human ability to adopt and transmit the ideas and imitate the behaviors of peers has given rise to a new type of replicator that undergoes the evolutionary processes of variation, selection, and retention (imitation).  Dawkins chose the term memes (units of information) for this new replicator because he saw memes as in some ways analogous to genes (see p. 192).  

Memetic theorists maintain that human culture evolves more quickly and, to a certain degree, independently of genetic determination.  The study of culture within the paradigm of universal Darwinism has given rise to the science of memetics (see, e.g., Brodie, 1996; Blackmore 1999a, 1999b; Conte, 2000; Dawkins, 1976; Dennett, 1991; Gabora, 1997; Lynch, 1996).   

According to Blackmore (1999a), “Memes are ‘inherited’ when one copies someone else’s action, when one passes on an idea or a story, when a book is printed, or when a radio programme is broadcast” (p. 41). The criteria for successful memes are based on the fecundity, fidelity, and longevity of the memetic transmission (see Blackmore, 1999b, p. 58; Dawkins, 1976, p. 194).  Those memes that are fecund produce many copies, like the “happy birthday” song.  Memes that are copied with high fidelity are copied accurately, like the digital code of a computer program (assuming the copy equipment does not fail).  Those memes (like religious memes) that are copied and then last a long time in their new host have more time to get copied by ever-new hosts (see Blackmore, 1999b, pp. 201-202).

According to Blackmore (1999b), there are some very persistent and widespread false memes.  False memes can claim to be true and associate themselves with memes that are true in order to get copied and retained. Among these false memes is the notion that one has a self.

Blackmore (1999b) argues that the notion of selfhood is a memeplex (group of memes).  Selfhood is illusory because there is really no enduring identity, no me to which things happen.  When one believes something, there is really no ego that is doing the believing.  Blackmore views the selfplex as “perhaps the most insidious and pervasive memeplex of all” (p. 231).  If the selfplex is so “insidious” why does it persist?

The selfplex persists because of its value for replication.  Ideas that can associate with this selfplex have a better chance of being copied than some other memes that do not form a part of the selfplex.  For example, according to Blackmore, the meme for free will is based on the selfplex and is therefore itself illusory (1999b, pp. 236-237).  Without an authentic free will, one does not really decide to do or create anything (see Mills, 1998b, for a defense of free will in humans). 

Blackmore does not herself labor under the delusions of free will and selfhood. Blackmore maintains that in order to live a life that is free of these illusions, one can practice certain forms of meditation that reveal the absence of self-identity through time (1999b).  Presumably, Blackmore does not view herself, qua individual subject, as the author of The Meme Machine (1999b).  She describes the writing of a book as “a combined product of the genes and memes playing out their competition” (p. 239).  

Selfless authorship raises an interesting question about the role of consciousness.  Even if selfless, does an author’s (if one may even use the possessive here!) consciousness play any role in authorship?  Blackmore argues that in so far as consciousness is based on the selfplex, it too is illusory (1999b).  She does not go as far as Dennett (1991) in eliminating conscious experience.  Blackmore views consciousness as “subjectivity – what it’s like being me now” and admits that it arises from the brain “in ways we do not understand” (1999b, p. 238).   She also argues, however, that consciousness does not impact on behavior, or on the adoption and propagation of memes.  Consciousness plays no role, then, in the literary production.  Any feelings that one freely wills creative acts are illusory.  The subject (author) has been reduced to an object (meme machine).  

Limitations of the Posthuman View

The basic assumptions of the posthuman view are derived from computationalism and memetics.  The posthuman perspective can be found in both cognitive science and computer agent theory.  For example, Dennett (1991) argues that brains are “information processing systems” (p. 433) and that the mind is created  “when memes restructure a human brain in order to make it a better habitat for memes” (p. 207).   Agent theorist Conte (2000) employs both computationalism and memetics to explain the adoption and transmission of information in multiple agent systems.  In both Dennett (1991) and Conte (2000) memes spread according to evolutionary processes and replicate in the adaptive environment of their respective information processing machines. 

The theoretically limiting feature of the posthuman view is the absence of any meaningful notion of subjectivity.  The evidence for a subject of experience consists of phenomenological intuitions of one’s own subjective experience, though this experience may escape the third-person point of view.  Among these intuitions are the subjective feeling that accompanies judgments, emotions, perceptual experiences, and images. 

Computationalism, having eliminated the res cogitans (thinking thing), cannot account for the qualitative experience associated with neural processes (see Chalmers, 1996; Searle, 1992). To be sure, phenomenological descriptions of experience do not substitute for neural descriptions of mental states.  The two approaches (neuroscience and phenomenology), however, are complementary.  For example, when one perceives a yellow ball, there are certainly patterns of activation in one’s brain associated with such visual perceptions.  Yet those patterns are not identical to the qualitative aspect of the yellow (the yellow qualia) that one sees.  In fact, the patterns of activation themselves are not literally yellow qualia.  The color of the brain does not undergo modification with the colors of the qualia.  The qualia are, nevertheless, present to the subject.  

The reality of phenomenal experience can be more fully articulated by focusing on two important features of any perceptual experience.  First, perceptual experience is always perspectival in nature, that is, one always sees things from a point of view.  Second, each perceptual act is intentionally related to its perceptual object.  These two features will now be considered in turn.

Perception is perspectival.  Although several persons may report that they see the yellow qualia, such qualia can be accessed only from a first-person point of view.  One cannot be certain that the yellow qualia that one perceives are identical to the qualia of some other observer, because one cannot compare the qualia that are present to oneself to the qualia that are present to another subject.  Even if the neural processes associated with seeing yellow were identical in two individuals, one could still not be certain that the respective qualia would be the same in both individuals.  

Perspective is not only relative to the individual subject, it is relative to the location of the sense organs.  As one walks around the yellow ball, one sees different aspects of the object, thereby changing one’s perspective based on the relation of the location of one’s body to the object.  Clearly, one has privileged access only to one’s own qualia.  This special relationship of the subject to its own immediate object of experience is structured by acts of intentionality.
Brentano (1874/1973) was among the first to articulate what has become one of the conceptual pillars of phenomenology.  Brentano argued that the distinguishing feature of the mental is intentionality (pp. 88-89).  The term intentionality, borrowed by Brentano from scholastic philosophy, is that property of the mental by which the mental is about or directed toward an object.  For example, when one perceives, one always perceives something.  That thing is always an ob-ject, that is, an entity that stands in opposition to the subject.  One can be conscious of an object as well as reflectively aware that one is conscious of an object.  This reflective awareness is called a nested relationship (one knows that one is conscious). A simple example can make this clear.

Maria is driving home on the beltway and is absorbed in conversation. Ten minutes later she realizes that she has passed her exit.  Maria was indeed having a perceptual experience of the road and traffic during the conversation.  Yet she was not, for a time, reflective about this perceptual experience.  More precisely, she had sensations of driving along the beltway and responded physically to most changes in her environment, yet she was not attending to this perceptual experience.  Now that she realizes that she has passed her exit, she pays attention to her perceptual experience; a new intentional structure arises whereby she thinks about her perceptual experience of her environment.

How do reductionists dispense with real intentionality?  Just as computationalism and memetics generally empty the mental of selfhood and subjectivity, they also empty the concept of intentionality of its essential content, creating an as if species of intentionality in order to continue employing the term where it serves some utility.  This as if species of intentionality merits closer attention.

An intentional system, such as a computer agent, is a system that can be treated as if it had real intentionality, regardless of whether it actually does, because such an intentional stance enables one to predict with high probability the system’s behavior (see Dennett, 1978, 1987).  The intentional stance is particularly useful in describing the behavior of agents that engage in rational deliberation.  If one knows what a system believes, what it desires, and what it intends, one can explain its practical reasoning and make good predictions about its future behaviors. Such systems, whether human or machine, can be understood to behave rationally (see Wooldridge, 2000, on agent theory).

According to Dennett then, the practical reasoning that consists in the dynamics between beliefs, desires, and intentions, provides an economic way of understanding the very complex behavior of intelligent agents.  The alternative engineering stance is much more cumbersome and detailed. Dennett points out that “the success of the stance is of course a matter settled pragmatically, without reference to whether the object really has beliefs, intentions, and so forth” (1978, p. 238). 

Is the intentional stance towards sufficiently complex systems always merely a pragmatic consideration?  Reductionists arguably prefer the as if version of intentionality because it does not come with the conceptual baggage of consciousness and subjectivity. From a phenomenological perspective, however, when one attributes intentionality to oneself, it is not just a pragmatic consideration, but lived experience that justifies the attribution.  Moreover, one understands as if intentionality only because, at some point, one cashes in the as if version through one’s understanding of real intentionality in oneself (see Searle, 1984, for a discussion).  

Hayles account of the Posthuman

The computationalist eliminates real intentionality and interprets human reality much as she does other natural objects, as physical processes subject to physical and functional explanations. (e.g., Churchland, 1989; Dennett, 1991).  The subject of experience, the res cogitans, may have achieved longevity by becoming part of a highly adaptive memeplex.  Hayles offers an account of the posthuman consistent with such a view by linking the concept of the Cartesian subject with the enduring memeplex of liberal humanism.

Hayles argues, “a historically specific construction called the human is giving way to a different construction called the posthuman ” (p. 2).  This movement is made possible by the “deconstruction of the liberal humanist subject” (p. 2).  Hayles associates this “liberal humanist subject” with the “white European male, presuming a universality that has worked to suppress and disenfranchise women’s voices” (p. 4).  It is no wonder, then, that Hayles does not “mourn the passing of a concept so deeply entwined with projects of domination and oppression” (p. 5). The alternative that Hayles embraces is some form of the posthuman, the human without a “liberal humanist subject.”  For Hayles, the posthuman self is no longer a unity, but rather an “amalgam, a collection of heterogeneous components, a material-informational entity whose boundaries undergo continuous construction and reconstruction” (1999, p. 3; cf., Dennett’s multiple drafts model of consciousness, 1991, pp. 111-138).  

Hayles is arguably mistaken about the ideological nature of the ego.  It is possible to disentangle the “liberal humanist” from the “subject.” The Cartesian intuition of the existing subject is based on the certainty of one’s own existence while one is thinking, not on a commitment to liberal humanism.  In the second Meditation, Descartes makes no mention of ideological motivation, nor are there any reasons to attribute such motivations to his arguments.  Descartes declares, “I must finally conclude that this proposition, I am, I exist, is necessarily true whenever it is put forward by me or conceived by my mind” (1641/1984, p. 17).  This intuition is existential in nature (see Hintikka, 1962/1967 for a detailed discussion).  Descartes repeats it a little later on: “I am, I exist—that is certain.  But for how long?  For as long as I am thinking.  For it could be that were I totally to cease from thinking, I should totally cease to exist” (1641/1984, p. 18). Descartes then points out that the res cogitans has images, perceptions, and other sorts of ideas.  The ego of the res cogitans provides the basis of each mode of thinking and the unity of thinking (see Mills, 1998a).  

The unity of conscious experience does not presuppose any ethnicity, gender, or ideology, nor is it derived from these.  It is the universal condition of all personal individuation.  One’s knowledge of the unity of consciousness is based on the intuition that one is thinking about one’s own series of experiences.  This is not begging the question because one deduces the existence of a fundamental synthesis of experience from the ability to relate one’s past experiences to one’s present experience.  In order to relate past experience to the now, one must be able to retain antecedent experiences.  If one did not retain antecedent experiences as one’s own experiences, one should be born anew every moment, ignorant of those antecedent experiences (see Husserl, 1964).  

Summary and Conclusion

The assumptions of the posthuman view eliminate the subject of experience and interpret mental processes as information states implemented on any suitable medium, such as brains or connectionist networks.  Consciousness, if not eliminated, is reduced to a mere epiphenomenon with no causal efficacy.  The posthuman view also accounts for the spread of human culture without invoking a subject or self.  Memetic theory attempts to explain how evolutionary processes in the adaptive environment of brains, or other meme machines, can give rise to the great variety of human creativity and culture.  Finally, Hayles interprets some posthuman trends as liberating.  According to Hayles, posthuman assumptions open the door to a new interpretation of human reality that does not employ the anti-democratic liberal humanist subject of the Cartesian philosophy.  

The posthuman fallacy consists of the claim that one can make sense of mental processes, culture, and the life world without acknowledging a subject of experience.  The abstraction of the subject from the concept of mind produces a red herring, a dubious paradigm--the computational mind.  This version of mind is then employed to explain the basic features of human and other rational agent behaviors.  

The posthuman view is arguably implausible when applied to humans, though it may be applied to computer agents without raising serious theoretical problems.  In the case of humans, there is no meaningful object of experience without a subject who is directed toward that object and grasps it’s meaning.  Moreover, it is the subject that grounds an understanding of as if intentionality in its own understanding of its own real intentionality.  The subject also accounts for the perspectival nature of perception.  Finally, it is the subject as a locus of identity or selfhood that accounts for the unity of experience through time. Persons are not, therefore, machines nor memplexes, nor posthumans--at least not everyone and not yet.
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